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Distributed sequential estimation procedures —

Something old is new again.

Abstract

Data collected from distributed sources or sites commonly have different distributions
or contaminated observations. Active learning procedures allow us to assess data when
recruiting new data into model building. Thus, combining several active learning
procedures together is a promising idea, even when the collected data set is
contaminated. In this talk, we will briefly describe how we can apply sequential
analysis in Statistics, a concept raised by Wald (1945) during WWII, to modern
machine learning such that we cannot only save both the sampling and computing
costs, and stay robust while dealing with the contaminated data scenarios commonly
found analyzing big data sets, and a demonstration with Python is available through
Github at https://github.com/zhuojianc/dsep.
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